QUESTION OF: DEVISING STRATEGIES TO ENSURE A TRUSTED, SAFE AND INCLUSIVE DEVELOPMENT OF ARTIFICIAL INTELLIGENCE TECHNOLOGIES AND EQUITABLE ACCESS TO THEIR BENEFITS

The General Assembly,

Taking into account the limited budget to further develop Artificial Intelligence technologies,

Alarmed by the fact that Artificial Intelligence technologies can lead to large-scale unemployment since humans are being replaced by machines,

Having studied that there is a lack of skills and know-how to develop the AI sector,

Deploring that data sets and algorithms that AI rely upon can be incomplete and biased,

Conscious of the advent of autonomous weapon drones and the spread of diseases through nano robots which can further provoke the threat of Artificial Intelligence terrorism, thereby disrupting international peace and security,

Fully aware that if it ends in wrong hands, artificial intelligence can cause harm to mankind as it can be used improperly or for malicious reasons,

1. Suggests seeking help from the International Monetary Fund (IMF) and the World Bank to provide finance to countries to promote Artificial Intelligence technologies;
2. **Acknowledges** that the World Bank has recently launched the 'AI for Development' initiative;

3. **Calls upon** the reduction in fiscal barriers to enable countries to import AI technologies thereby enabling the population to benefit from their advantages;

4. **Demands** that special courses and education programmes be done to train the public about the proper usage of Artificial Intelligence;

5. **Recommends** the implementation of the Universal Basic Income (UBI), and the provision of unemployment benefits as a temporary solution for jobless people;

6. **Expresses its appreciation** to the International Telecommunication Union (ITU) for bringing together heads of ICT regulatory authorities from around the world to share views and developments on Artificial Intelligence and strengthen collaboration to use Artificial Intelligence for genuine purposes;

7. **Further invites** international cooperation on policies for trustworthy Artificial Intelligence technologies for example by implementing the Personal Data Protection Act (PDPA) and requests that the Federal Trade Commission (FTC) takes into account the companies that engage in fraudulent and unethical practices;

8. **Appeals** to developed countries to give special priority to African countries, Least-developed countries (LDC’s), Small Island Developing States (SIDS), and countries affected by conflict and disaster to help them have the opportunity to develop Artificial Intelligence technologies;
9. Requests governments to introduce measures to fight the Malicious Use of Artificial Intelligence (MUAI) and to educate societies on the threats posed by technologies and the cyber-sphere so that individuals can also protect themselves from Artificial Intelligence Terrorism.